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7.

9.



INTRODUCTION
This project's task is to create 
a machine learning algorithm that 
can classify the health of patients into 
5 categories.



01
+ data sanitisation

DATA PRE-PROCESSING



IRRELEVANT
COLUMNS

We dropped the first few useless 
columns pertaining username, 

timestamp, etc.



ERRONEOUS
DATA

We trashed the columns 
containing empty cells and 

errors



DIGITISE
CLASS

We changed class letters to 
numbers



SANITISED
After sanitisation, we acquired a 
19622×55 CSV matrix (excluding 
labels).



🚂
02
+ hyperparameters

TRAINING AI MODEL



MODEL FAMILY
Ensemble learning (bagging)



🌲
RANDOM 
FOREST 
CLASSIFIER
From sklearn, Random Forest consists 
of fully grown trees built on 
bootstrapped data and the majority 
vote rule to make predictions.





HYPERPARAMETERS

We split 20% of the 
training data for 

testing

We started from 
n_estimators = 100, 

then incremented by 
50 until it reached 

>95% accuracy at 200

SPLIT ESTIMATORS



METRICS

ACCURACY 0.9982165605095541

PRECISION 0.9982171198022268

RECALL 0.9982165605095541

CONFUSION MATRIX

on the 20% testing data, after hyperparameters tuning

The metrics are already very good, so we didn’t 
further tune the hyperparameters. ¯\_(ツ)_/¯

1097 0 0 0 0

2 731 0 0 0

0 1 685 0 0

0 0 2 668 1

0 0 0 1 737



FEATURE IMPORTANCE



🔮

CLASS PREDICTION

The unseen data was pre-processed the same 
manner as described before.

Prediction results:
[A B D B B E D E A B A A C A D B C E D B]

* We had to change the 1/2/3/4/5 back into 
A/B/C/D/E due to the pre-processing steps



CREDITS: This presentation template was created by Slidesgo, and 
includes icons by Flaticon, and infographics & images by Freepik

FIN.

https://bit.ly/3A1uf1Q
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr
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